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Abstract We present the architecture and application of VGE-CCA,s&ributed com-
ponent framework that is layered atop a Web service based €Briironment.
The framework implements the CCA component model and atlthe Vienna
Grid Environment (VGE) as underlying middleware. In thigopa we intro-
duce the concept of application specific component libsat@t can be easily
plugged into the container. Moreover, we report work on ¢iogpdistributed
and concurrently running application components that greachically assem-
bled and executed as single application composites bytsli€or co-scheduling
the various application components, the system makes usgvahce resource
reservation as provided by the VGE QoS module. Furthernveeejiscuss the
component and composition model as well as its applicati@service-oriented
architecture.
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1. Introduction

Grid technology provides tools and infrastructures fordberdinated shar-
ing of computational resources that are physically digtéd, spanning multi-
ple administrative domains. The adoption of Web servicaretogy for Grid
computing environments has been a major research issussiarta, provid-
ing defined access mechanisms for distributed resourcesl twas Web ser-
vice standards like XML, SOAP, and WSDL. Service-based &tygically
comprise of various collaborating services providing ¢téliges like security,
information, data or resource management as describec@ly@SA [8] spec-
ification. An important challenge in this area is the develept of software
engineering methods for Grid applications that are buittrup multitude of
services as well as programming models that hide the corityleithe under-
lying environment.

Component technology provides a powerful way for consimgctomplex
software systems by decoupling software implementatiomfapplication as-
sembly. Several successful frameworks for developingibiged scientific
application exists (e.g. XCAT3 [13], ProActive [2], ICEN?], Paco++ [15],
MOCCA [14]) implementing and extending a variety of compoinmodels
including Corba, CCA, Fractal, or Web services. The Commomfonent
Architecture [5] (CCA) specification defined by the CCA For[6his specif-
ically designed for the development of large scale sciemdifiplications. The
architecture focuses on the integration of existing sdiergoftware libraries
into a framework for component creation, introspectior emmposition, which
fits well into the Web/Grid services model as described in].[11

In this paper, we present the architecture and applicatiodGE-CCA,
a distributed CCA implementation that allows to developpldg and as-
semble component-based high performance applications Mfeb service
based Grid environment. The framework builds upon the \ae@nid Envi-
ronment [4] (VGE) - a Grid infrastructure for secure, auttimand QoS aware
provision of compute-intensive applications running oraflal hardware over
standard Web service technology. We introduce a mechariiemirzg to ex-
tend VGE components using application specific softwaraties that can be
easily plugged into the container. Furthermore, we repantvon coupling
distributed and co-scheduled application componentsatteatlynamically as-
sembled by clients and run as single application composité® following
sections provide an overview of the architecture and implegation of the
VGE-CCA framework as well as the underlying Grid middlewanée discuss
the component and composition model as well as its appicdt a service-
oriented architecture. Finally, we present conclusiorgsfature work.
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2. The VGE Grid Infrastructure
2.1  Architectural Overview and Technologies

The Vienna Grid Environment [4] is a service-oriented Griftastructure
for the on-demand provision of HPC applications as Gridisessand for the
construction of client-side applications that access Gedices. The VGE
service provision framework is based on a generic apptinatervice model
and automates the provision of HPC applications as sertiassd on stan-
dard Web service technology such as SOAP, WSDL, WS-Addrgsand WS-
Security. VGE supports a flexible QoS negotiation model whadients may
dynamically negotiate QoS guarantees on execution timepanod with po-
tential service providers. A VGE Grid usually comprises tiplé services and
clients, one or more service registries for maintainingiedf service providers
and the services they support, and a certificate authonitprfwviding an op-
erational PKI infrastructure and end-to-end security dase X.509 certifi-
cates. VGE is being utilized and evaluated in the contexhefEU Project
GEMSS [3] and @neurist [1] which develop Grid infrastruesifor medical
simulation services and data access.

2.2  Services provided by VGE Containers

VGE generic application services are configurable softwaits that pro-
vide common operations for remote job management, datingtagrror re-
covery, and QoS negotiation.

Thefile handling serviceprovides operations for uploading and download-
ing input/output data based on file transfer via SOAP attactisn Support for
direct data exchange between services is provided by pameggpushand
pull operations. Thgob execution serviceprovides operations for launching
and managing remote jobs by interfacing witls@mpute resource manager
VGE does not provide means for clients to send job scripteecserver and
only allows application providers to control which scripiise to be executed
on the respective machines. TQ®S negotiation serviceenables clients to
dynamically negotiate with VGE services on a case-by-castslon various
QoS guarantees such as execution time and price. ResultgcQntracts
between service providers and clients are formulated as S¢ebice Level
Agreements (WSLA) and go along with advance resource rasens. The
monitoring service generates XML structured data regarding the application
status and information gathered by individual monitoricggs. Theerror
recovery serviceprovides support for checkpointing, restart, and migratib
supported by the application.
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3.  The Component and Composition Model

Scientific component frameworks implement and extend &taof compo-
nent models including Corba, CCA, Fractal, or Web servigedistinguishing
aspect of existing component frameworks is the way theyempeint and ex-
ploit the various concepts of the component model. Anotimgoirtant design
issue is the integration and leverage of a component framkewith respect
to the capabilities of the underlying system architectumnethe following, we
briefly describe the component model and mechanisms impietdy the
VGE-CCA framework.

3.1 Service-Oriented Architecture

The VGE-CCA component framework provides an abstractigerland
functionality that resides atop a Service-Oriented Amtttiire (SOA). This
layer allows the construction of distributed Grid applicas based on CCA
mechanisms and transparently utilizes the underlying Véebices layer. A
SOA provides essential benefits such as loose couplingtidocand imple-
mentation transparency. Well defined sequences of serwoeations used to
control remotely executing applications can be specifietl @ecuted using
workflow representation and enactment techniques. VGE-@G#lements
mechanisms that extend the service-oriented programmaodghallowing to
directly interlink Web service components along acceptati@ovided inter-
faces, independently from workflow orchestration. The epph is powerful,
enhancing VGE towards dynamic component interaction,-fiatg and the
coupling of co-scheduled application components.

O_ A O— Provides Port O— A1 —(
(a) —C Uses Port
—O— Signal Inteface
O— A —HO— B Oo— A: —<
(b) (c)

Figure 1. a) Independent Web Service b) RPC-based Component IriterajtEvent-based
Application Coordination

3.2  Handling State and Composition

Figure 1 (a) depicts a Web service viewed as an encapsuleteel @f soft-
ware providing service through a typed interfapeyides por}. The software
component may expose one or more interfaces, each definiagtect con-
taining a set of operations together with binding inforraatused by clients to
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invoke the service over a network. VGE-CCA extends this rhbgepplying

the concept of port dependencies allowing a Web service poess depen-
dencies on services provided by other components basediordiaterfaces
calleduses ports A connection between two components, drawn by a client
application developer, results in placing a handle to thecsed service port
into the connection table of the component requesting a tepart.

If a service maintains state, it is essential to establislordext between
the requestor and the actual resource represented by a nentpdlrhe way
the component framework handles component instantiasidimeirefore an im-
portant aspect. In the context of Grid and Web servicesaimisition can be
realized by providing an application factory service as\fed out by Gannon
et al. [10]. In VGE, we pursue a slightly different approaghrbaintaining a
conversational identifier that is mapped to the respeciy®@i@ation instance
created and managed by the application service. In our msdeless com-
ponents may provide services (e.g. security) to other compts but usually
do not exhibit dependencies.

3.3  Types of Composition

VGE services encapsulate parallel applications and peogieheric inter-
faces for controlling the execution of a component (schiadulexecuting,
monitoring) as well as operations for handling the data-flmtween com-
ponents (upload, download, data push). VGE services awefidtand multi-
threaded creating a client context by maintaining a comtinsal identifier
stored within the SOAP message header using WS-Addresdihg. VGE-
CCA framework provides libraries and services that ext@edapplication ser-
vices with the required mechanisms for component-basegaosition. More-
over, the framework provides a plugin mechanism that suppbe develop-
ment and deployment of individuapplication component librariegclibs)
(Section 4.1.1) encapsulating application specific logarts and dependen-
cies. The current VGE-CCA implementation supports diffiéitgpes of com-
position which are explained in the following paragraphs:

Sequential Data-Flow VGE components support data-flow by port connec-
tions allowing to directly stage i/o data between servidegure 1 (b)). In
such workflow scenario, the output of a computation typycaéirves as input
for the following ones, for example an image reconstructiwet is followed

by a visualization. Data connections are explicitly coltéa by the user and
invoked through a correspondimgishoperation. A component may have data
connections to multiple services which can be monitoredexeduted concur-
rently.



6

Coupled Parallel Applications: The clibs plugin mechanism provides the
required functionality to transform applications runnovydifferent HPC com-
puting resources into actively interacting componentsctviban then be launched
by clients as one composite application. The applicationpaments may be
coordinated through asynchronous message exchange hsirgighal inter-
face (Figure 1 (c)). An example using distributed Ant colaptimization is
described in section 4.1.1. The event mechanism is cuyrenfilemented as
a one-to-many CCA port connection. For future versions, @@ o incor-
porate a notification-based system like WS-Notification.r €&@scheduling
concurrently running component instances, we utilize dalieg and advance
resource reservation as provided by the VGE QoS module.

Stateless Service DependenciedVithin VGE Grids, stateless services are
typically “supporting infrastructure elements” providiservices like security
or data management. Accessing such services usually doesguire a client
to use any session or scheduling mechanisms. A dependenan oriras-
tructure service may be explicitly visible to a client or ilcjily handled by
the component and configured descriptively at service geptot time (e.g.
auditing, security).

4. The VGE-CCA Component Framework

VGE-CCA implements a distributed component framework gnaba Web
service based Grid of HPC application services as well asrgéimfrastructure
services such as security and information. A key design@o&GE-CCA was
the preservation of the service-oriented architecturetia@grovision of com-
ponent extensions, without conflicting the Web services eho& GE-CCA
provides a set of libraries that can be used to extend Wath/€ivices as
well as a set of infrastructure elements providing servioesomponents and
client runtimes. The software design allows to optionatistall the VGE-CCA
distribution without requiring to change code of existirgg\sces and thereby
preserving the original interfaces and functionality. @a tlient-side, VGE-
CCA provides support for component based application coctsbn as well
as workflow steering and execution.

4.1  Coupling Co-Scheduled Application Components

4.1.1  Pluggable Component Libraries (CLIBS). VGE-CCA provides
a mechanism that allows to create individual software libsathat are specif-
ically tailored to an underlying application. The componkioraries (clips)
can be plugged into VGE application services and are autoatigtdeployed
with the service. By default, VGE-CCA components provideifaces for ap-
plication, data, and QoS management (cf. VGE) as well Bailer Service



VGE-CCA Application Components 7

binaries, files

VGE Ports ]

Recovers AP el || APP-
Y 4 Handler Dsc.
VGE libs

Creation + [ [ [

Connection service specific app. specific E—
Port component lib. comp. lib. E—
c ted

Services
(Uses Ports)

App. Specific CCA
Provides lib
Ports A

CCA
Services

Conn.
Table

CCA
Types

Component,
Proxy Repository

Figure 2. Design of a VGE-CCA component

for component creation, and connection (cf. CC8Jibs are used to add in-
dividual ports, dependencies, or application specificddgiservices running
VGE-CCA. Moreover, the plugin mechanism allows to exteraltiehavior of
existing services at defined entrance points, for examplagger an activity
right before/after a certain file is uploaded to the servigeplication libraries
are developed by subclassing a predefined component cktsgravides the
mechanisms and handles required to augment the servicajantithe desired
behavior. The individual component libraries are desiméy specified and
automatically loaded into the container at deployment tirgure 2 shows
a schematic design of a VGE-CCA component including VGE aGd d-
braries as well as application and service speciilzs. Coordination among
co-scheduled VGE components is distributed and currerghydled using a
simple signaling mechanism. The current implementati@retore extends
the port connection mechanism towards supporting cororecfrom onaises
to n providesports. Message generation and distribution is handledpiaamn
ently by the framework.

4.1.2  Example: Ant Colony Optimization.  Consider an application
using a savings-based ant colony optimization (ACO) alfgorito solve a
vehicle routing problem [7]. The application implements altircolony ap-

proach where several colonies of ants cooperate in findingd golutions. On
the fine-grained level, each colony of ants is partitionetd im (humber of
processors) subcolonies that share the same pheromong. nTdie goal of

parallelizing the ACO algorithm is twofold: to speed up the®ution and to
improve the solution quality. In order to aggregate muttipbmputing clus-
ters, the application has been distributed using a custadcoamponent library.
The VGE component was extended in order to start a daemohkehbps track
of the current local optimum, written to a file by the applioat If a colony

calculates a better solution than the global optimum thesotirsolutions and
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parts of the pheromone information are multicasted to coiedecomponents
using thesignal() interface. The coupling between the individual ant colenie
is loose allowing colonies to be added or removed duringment

The VGE-CCA client API targets to provide useful abstraasighat al-
low component-based application construction by hiding ¢bmplexity of
the distributed system. Components are co-scheduled @@x®jconstraints
at creation time resulting in an advance resource reservas provided by the
VGE QoS module. Connections within composites are peerebasd inter-
action driven, which reduces complexity at the workflow leva the case of
ACO, the client developer constructs an application byraaenecting multi-
ple distributed ant colony components. The experiment lsan be run based
on a single composite entity. The code snippet iBTING 1 shows how the
client APl is used to create a (simple) ACO composite. Opmnatfor runtime
steering and monitoring provided by VGE application seassi¢e.qg. start(),
getStatus()can be used likewise with the application composite.

//Listing 1. Ant client snippet
VgeConponent ant1 = Conponent Factory.create(coidl); //...
VgeConponent G- oup ant Conposite =
new VgeConponent Group(antl, ant2, ant3);
ant Conposi te. upl oad(vrp_infile);
ant Conposite.start(); //...

4.2 The Software Distribution

In the following, we provide a short description compristhg basic build-
ing blocks of the VGE-CCA distribution. For a detailed dgstion of imple-
mented CCA mechanisms the reader is referred to [16].

A library package implementing theervice-side CCA framework (Fig-
ure 2) is used to equip the application service with additionterfaces for
remote component registration (component interfacegticne and connection
(builder interface). Additionally, the Web service is piged with a local CCA
serviceslibrary, a connection table, as well as the component ploggtha-
nism used to create and insert individual application camepts. The CCA
libraries are in general used by the application componanhiriay also be
used by the individual service implementation to locate @inectly connect to
infrastructure services, e.g. auditing, or certificateoasion list retrieval.

A component registryrealized as Web service implements the remote por-
tion of the CCAservicednterface. Components register the ports they provide
as well as dependencies on other components by descriintairing the
required information for discovering and utilizing the qooment (e.g. inter-
face descriptors, proxy class, associated propertiesjedter, gorovidesport
may also be associated with a proxy implementation that eanpltoaded to
the proxy registry and dynamically retrieved by componeamntslients. The
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registry service allows for dynamic service discovery aetivdrs the infor-

mation required for component introspection (e.g. sumabptorts, underlying
application, QoS attributes) and for component interacf@mmponent handle,
binding information) back to the requestor.

The programming environment is provided as a versatile dheat API
that supports the creation and execution of distributediegmons. Compo-
nents may be described and created based on an unique &teotitan ab-
stract component description. Applicable services aratéatand selected at
runtime using the registry service. Client assemblies exated by intercon-
necting pairs of complianisesandprovidesports, which results in the estab-
lishment of peer connections between the services. TheA&dtensible and
has a layered design supporting messaging and securigraigmogramming
constructs such as basic CCA types and mechanisms, as wsgkamlized
application components and composites.

A negotiation broker service is utilized during the component creation
phase to locate and create components that meet a certality@fi&ervice
level. The broker service utilizes the capabilities preddy the VGE QoS
module to negotiate with multiple services on the variouSQoarantees. The
VGE-CCA client environment integrates QoS support by gtmg means for
qualitatively describing a VGE component. The negotiadoid selection of
an appropriate component is transparently delegated toetpetiation broker.
A successful QoS negotiation goes along with an advancevedgm of the
required resource, i.e. the number of nodes on a clusteinaticertain time
frame, which is an essential mechanism used by the framewad-schedule
coupled application components.

5. Conclusion and Future Work

VGE-CCA serves as a framework for constructing Grid apfilbices from
native application components provided by HPC applicaservices. We in-
troduced a plugin mechanism for application specific conepotibraries al-
lowing service providers to specifically tailor VGE sensgd®e the underlying
application. A port-based connection mechanism and bdigegd coordination
allow to couple co-scheduled application components waielrepresented as
single composite entities on the client side. The currenEMGCA distribu-
tion relies on Java and Web services technology. All Wehisemterfaces and
types are described using XML schema which allows bindingdients and
components in other programming languages, such as C++ao#dift .Net.
For future work, we plan to work on interoperability with ethdistributed
CCA frameworks, such as XCAT-C++ [12] or LegionCCA.
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